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ABSTRACT 
Large Language Models (LLMs) have recently been explored for a 
variety of tasks, most prominently for dialogue-based interactions 
with users. The future in-car voice assistant (VA) is envisioned as 
a proactive companion making suggestions to the user during the 
ride. We investigate the use of selected LLMs to generate proactive 
suggestions for a VA given different context situations by using a 
basic prompt design. An online study with users was conducted to 
evaluate the generated suggestions. We demonstrate the feasibility 
of generating context-based proactive suggestions with different 
off-the-shelf LLMs. Results of the user survey show that sugges-
tions generated by the LLMs GPT4.0 and Bison received an overall 
positive evaluation regarding the user experience for response qual-
ity and response behavior over different context situations. This 
work can serve as a starting point to implement proactive interac-
tion for VA with LLMs based on the recognized context situation 
in the car. 
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• Human-centered computing → Human computer interaction 
(HCI); Interaction paradigms; Natural language interfaces. 
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1 INTRODUCTION 
Large Language Models (LLMs) play an increasingly important 
role for the development of AI-based assistants given their out-of-
the box ability to enable a multi-turn conversational interaction 
[8]. In the automotive industry, several manufacturers started 
to integrate LLMs into their voice assistant (VA) in the car. For 
example, Mercedes-Benz launched a beta-program in the US in 2023 
which enhances their native VA with ChatGPT to cover a wider 
range of conversational topics and to enable a more interactive and 
natural conversational behavior1  . Similarly, manufacturers like 
Stellantis have announced to work on LLM integrations for their 
cars for the European market2   . 

Current in-car assistants solely react upon the user’s input, either 
by pressing a push-to-talk button on the steering wheel or by calling 
a trigger phrase [21]. On the path towards more intelligent digital 
companions, the development of proactive VAs can be seen as the 
next step in the evolution of natural language interfaces in the car 
[1, 17]. For example, future VAs could suggest points of interests 
along the route [24] or make suggestions for a mindfulness exercise 
for stressed drivers [12]. To model and implement a proactive VA, 
key questions to be answered are when to approach the user, what 
is the content of the approach and how to approach him [19, 28]. 
Especially the user’s context situation is essential for initiating a 
proactive interaction [1, 35], presuming that the system perceives 
and understands the user’s environment and current activity [10]. 
LLMs have recently proven to be suitable for different language 
generation tasks based on a given instruction [33]. In particular, 
the advantage of LLMs is the ability to mimic human conversation 
without having to rely on predefined dictionaries and grammars, as 
traditional approaches in natural language processing [8]. We thus 

          see the potential to use LLMs for creating proactive suggestions

1https://group.mercedes-benz.com/innovation/digitalisation/connectivity/car-voice-
control-with-chatgpt.html, last accessed January 02, 2024
2https://www.media.stellantis.com/uk-en/ds/press/ds-automobiles-is-first-european-
manufacturer-to-integrate-artificial-intelligence-system-chatgpt-into-its-cars, last 
accessed January 02, 2024 

https://doi.org/10.1145/3640794.3665568
https://doi.org/10.1145/3640794.3665568
https://2https://www.media.stellantis.com/uk-en/ds/press/ds-automobiles-is-first-european
https://1https://group.mercedes-benz.com/innovation/digitalisation/connectivity/car-voice




https://3https://www.google.com/intl/en-GB/forms/about
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Figure 1: Mean values for response quality, error bars depict SD (* p < .05, ** p < .01, *** p < .001) 

Figure 2: Mean values for response behavior, error bars depict SD (* p < .05, ** p < .01, *** p < .001) 

to GPT3.5 (Z = 0.814, p = .021), GPT4.0 (Z = 1.640, p < .001) and 
Bison (Z = -1.314, p < .001). The comparison between GPT3.5 and 
GPT4.0 is also significant (Z = -.826, p = .018). For the situation 
needing a parking lot, response quality is rated significantly lower 
for Llama compared to GPT3.5 (Z = 1.686, p < .001), GPT4.0 (Z = 
1.453, p < .001), and Bison (Z = -1.605, p < .001). None of the other 
post-hoc comparisons for response quality yielded a significant 
difference. 

For response behavior, a significant difference was found for 
low battery (j2 (3) = 29.263, p < .001), driver tired (j2 (3) = 54.212, 
p < .001), and needing a parking lot, (j2 (3) = 53.015, p < .001). 
The conducted post-hoc tests with Dunn-Bonferroni corrections 
applied show for charging station that response behavior for Llama 
is rated significantly lower compared to GPT3.5 (Z = .826, p = 
.018), GPT4.0 (Z = 1.140, p < .001) and Bison (Z = -1.337, p < .001). 

Similarly for driver tired, there is a significant difference between 
Llama compared to GPT3.5 (Z = 1.093, p = .001), GPT4.0 (Z = 1.779, 
p < .001) and Bison (Z = -1.686, p < .001). For needing a parking 
lot, response behavior for Llama is rated significantly lower than 
for GPT3.5 (Z = 1.430, p < .001), GPT4.0 (Z = 1.709, p < .001) and 
Bison (Z = -1.558, p < .001). None of the other differences yielded a 
significant result. 

4.2 Most Preferred Suggestion per Context 
Situation 

Findings           
for the context situation low battery, Bison’s output is favored most 
often. Optional comments by participants who chose Bison as 
favorite (N = 21) emphasize that they value the brevity and concise-
ness of the suggestion (11 out of 14 comments), as indicated in this 

for the most preferred suggestion (see Fig. 3) show that
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Figure 3: Most preferred proactive suggestion per context situation (N = 43) 

comment (P38): “The important information was communicated 
discreetly, simply and in the shortest possible way.” In contrast, for 
the situation driver tired, GPT4.0 is most often chosen as favorite 
(N = 22). The comments again reveal that brevity of this statement 
is important (9 out of 10 comments): It is preferred as it “sounds 
friendly but is also short” (P37) and “sounds more natural” (P23) 
than the other three suggestions. For needing a parking lot, outputs 
by GPT3.5 and Bison are favored equally often as a first choice (each 
N = 15). This is also reflected in the reasoning of one participant 
(P43), who chose the output of Bison as favorite: “Like the first 
option [GPT3.5], it is short and limited to the essentials. I like both 
as they only differ by one word. In addition, there is also an exact 
specification of 5 minutes [until arrival], which I personally prefer”. 
In line with the results for response quality and behavior, Llama’s 
output is favored by only few people in every context situation. 

Some participants also point out negative aspects about the 
suggestions. One participant criticizes the statements for driver 
tired by GPT3.5, GPT4.0 and Llama because of “a too personal 
reference to an alleged sensation (you seem to be tired)” (P26). 
The suggestion by Bison is less personal for this context and thus 
preferred by the participant, with the formulation “I see that you’ve 
been riding for a while”. Controversary arises in the comments 
regarding the use of a personal style as in “Would you like me 
to find you a parking space nearby?”. While this statement is 
valued for “[. . .] creating a more personal basis and trust.” (P38), 
another participant prefers more anonymous utterances without 
being personally addressed “[. . .] to feel freer in the decision” (P07). 

5 DISCUSSION 
The following section discusses the implications of our findings, 
the limitations of our work as well as starting points for future 
research. 

5.1 Using LLMs to Generate Context-Based 
Proactive Suggestions: User Perception and 
Practical Implementation 

We derived a basic prompt structure which could be successfully 
applied to generate proactive suggestions with four different LLMs 
based on a given context situation. LLMs show promising capabili-
ties for the implementation of proactive behavior, as no task-specific 
datasets or rule-based patterns must be developed beforehand. The 
derived prompt structure shall serve a basis to investigate the gen-
eration of context-based suggestions, where further work can build 
on. 

Our findings reveal significant differences between the inves-
tigated LLMs, showing that suggestions generated by Llama are 
perceived less human-like in response behavior as well as less clear 
and distinct in all context situations. In contrast, suggestions by 
GPT4.0 meet users’ expectations best regarding a human-like inter-
action style and receiving clear, useful answers for all investigated 
contexts, very closely followed by the positive evaluations for Bison. 
The context situation driver tired stands out compared to the other 
two, given generally lower scores for both response quality and 
behavior. Especially the suggestions generated by GPT3.5 and by 
Llama are considered less likable and less suitable. Reasons might 
be the extensive length of Llama’s output and the combination 
of two alternatives entailed in the suggestion by GPT3.5 for this 
context situation. Thus, it might be the case that the generated 
outputs for functional use cases (such as when the battery is empty 
or a parking lot is needed) are more aligned with user expectations 
and leave less margin for error. In contrast, situations pertaining 
the user state could pose more challenges for generating suitable 
suggestions. As pointed out by participants in the comments, they 
can be perceived as imposing or even an insinuation towards the 
user. 

From a practical point of view, the information entailed in the 
prompt describing the context situation can be extracted from the 
sensory information available in the car, such as driver monitoring 
systems detecting drowsiness and distraction [7] and occupant mon-
itoring systems detecting passenger activities. In manual driving, 
the driving task is the driver’s main activity, while in automated 
driving other user activities become dominant and can be derived 
from camera images [13, 14]. Hence, it can be helpful for a suitable 
timing and content of the proactive suggestion to consider the cur-
rent activity. For example, it is likely to be less disturbing to start 
an interaction with the user when she or he is eating than reading 
[15]. On the other hand, motion sickness commonly develops when 
reading on curvy roads, so activity recognition can be used as con-
text to trigger motion sickness warnings [6]. Speech interaction 
can also be used to keep drivers awake [2] or to wake up sleeping 
drivers, which will become a relevant state in automated driving 
[9, 25]. 

5.2 Potentials and Challenges of LLMs to 
Implement the Virtual Companion in the 
Car 

The generated suggestions by the LLMs GPT4.0 and Bison show 
a positive user experience evaluation on nearly all context situa-
tions and are favored comparably often. Users highlight positively 
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the naturalness, brevity and conciseness of the generated sugges-
tions. Thus, the created utterances come already close to those of 
a respectful and trustworthy dialogue partner who makes a suit-
able and beneficial suggestion in a given situation. LLMs might 
thus become a key enabler for the implementation of the virtual 
companion in the car [18]. Further potential lies in enhancing the 
derived prompt structure with user information to provide more 
personalized suggestions (see e.g., [34]). The qualitative feedback 
has shown that users perceive the style and formulations of utter-
ances differently, e.g. regarding the use of personal pronouns by 
the assistant. Suitable proactive suggestions beyond functional use 
cases, such as parking lot suggestions, must consider user-specific 
factors as relevancy and preferences for proactive interactions are 
highly individual [37]. 

A common caveat when using LLMs is the steerability and reli-
ability of their outputs [32], which have to be considered for the 
implementation of proactive behavior. The car is a safety critical 
domain, where users should not be distracted in selected situations, 
and proactive behavior might be perceived as intrusive or imposing 
by users [37]. Thus, proactive behavior using LLMs for in-vehicle 
VA should be integrated after sufficient testing and with a possi-
bility to iteratively adapt to the user’s needs, e.g., regarding the 
content and style of the proactive suggestion. 

5.3 Limitations 
This work has several limitations. Our study sample was rather 
young and limited in size so that further research is required to 
validate our evaluation results. A rotation of the scenarios and sug-
gestions in the questionnaire was not applied. While we checked 
for careless responding in the data, fatigue might have influenced 
the presented results. We did not fine-tune the available LLMs 
which might further improve the received outputs. While the focus 
of our work was on showing the feasibility of generating proactive 
suggestions based on exemplary context situations and comparing 
the outputs of different off-the-shelf LLMs, our approach cannot 
raise a claim to completeness. The prompt structure might not be 
generalizable to other LLMs and it still remains to be investigated 
how LLMs handle more complex context situations. In addition, we 
focused on generating suggestions in German and findings may be 
language dependent. Especially the neutral to negative evaluation 
for suggestions generated by Llama might be different when con-
ducting a similar study in other target languages. In addition, the 
chosen scales for evaluating the generated suggestions, response 
quality and response behavior, do not allow for detailed conclu-
sions on specific aspects of the formulations, such as perceived 
politeness, naturalness, or trustworthiness. The current study’s fo-
cus was on generating and evaluating the initial suggestion, while 
future studies could investigate complete proactive dialogues with 
assistants. 

6 CONCLUSION 
We explored the use of four off-the-shelf LLMs to generate proac-
tive suggestions for an in-car VA. Our basic prompt structure in-
cluding a role description, the current context, an instruction and 
specification of the output style was successful in generating proac-
tive suggestions with each selected LLM. Proactive suggestions by 

the models GPT4.0 and Bison received overall highest ratings on 
the user experience scales response quality and response behav-
ior. Feedback by participants highlights the importance of brief 
and concise proactive suggestions as well as a natural and simple 
language style. In contrast, the use of a personal address in the 
suggestions as well as suggestions pertaining the user’s state can 
be perceived as imposing. This work serves as starting point for 
using LLMs to implement proactive behavior for in-car assistants 
based on the recognized context. 
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